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S O C I A L  S C I E N C E S

Less than you think: Prevalence and predictors of fake 
news dissemination on Facebook
Andrew Guess1*, Jonathan Nagler2, Joshua Tucker2

So-called “fake news” has renewed concerns about the prevalence and effects of misinformation in political cam-
paigns. Given the potential for widespread dissemination of this material, we examine the individual-level char-
acteristics associated with sharing false articles during the 2016 U.S. presidential campaign. To do so, we uniquely 
link an original survey with respondents’ sharing activity as recorded in Facebook profile data. First and foremost, 
we find that sharing this content was a relatively rare activity. Conservatives were more likely to share articles 
from fake news domains, which in 2016 were largely pro-Trump in orientation, than liberals or moderates. We also 
find a strong age effect, which persists after controlling for partisanship and ideology: On average, users over 65 shared 
nearly seven times as many articles from fake news domains as the youngest age group.

INTRODUCTION
One of the most discussed phenomena in the aftermath of the 2016 U.S. 
presidential election was the spread and possible influence of “fake 
news”—false or misleading content intentionally dressed up to look 
like news articles, often for the purpose of generating ad revenue. 
Scholars and commentators have raised concerns about the impli-
cations of fake news for the quality of democratic discourse, as well 
as the prevalence of misinformation more generally (1). Some have 
gone so far as to assert that such content had a persuasive impact 
that could have affected the election outcome, although the best ev-
idence suggests that these claims are farfetched (2). While evidence 
is growing on the prevalence (3), believability (2), and resistance to 
corrections (4, 5) of fake news during the 2016 campaign, less is known 
about the mechanisms behind its spread (6). Some of the earliest jour-
nalistic accounts of fake news highlighted its popularity on social media, 
especially Facebook (7). Visits to Facebook appear to be much more 
common than other platforms before visits to fake news articles in 
web consumption data, suggesting a powerful role for the social net-
work (3), but what is the role of social transmission—in particular, 
social sharing—in the spread of this pernicious form of false political 
content? Here, we provide important new evidence complementing the 
small but growing body of literature on the fake news phenomenon.

Data and method
Our approach allows us to provide a comprehensive observational 
portrait of the individual-level characteristics related to posting arti-
cles from fake news–spreading domains to friends on social media. 
We link a representative online survey (N = 3500) to behavioral data 
on respondents’ Facebook sharing history during the campaign, avoid-
ing known biases in self-reports of online activity (8, 9). Posts con-
taining links to external websites are cross-referenced against lists 
of fake news publishers built by journalists and academics. Here, we 
mainly use measures constructed by reference to the list by Silverman 
(7), but in the Supplementary Materials, we show that the main re-

sults hold when alternate lists are used, such as that used by peer- 
reviewed studies (2).

Overall, sharing articles from fake news domains was a rare ac-
tivity. We find some evidence that the most conservative users were 
more likely to share this content—the vast majority of which was pro- 
Trump in orientation—than were other Facebook users, although 
this is sensitive to coding and based on a small number of respon-
dents. Our most robust finding is that the oldest Americans, especially 
those over 65, were more likely to share fake news to their Facebook 
friends. This is true even when holding other characteristics—including 
education, ideology, and partisanship—constant. No other demographic 
characteristic seems to have a consistent effect on sharing fake news, 
making our age finding that much more notable.

RESULTS
It is important to be clear about how rare this behavior is on social 
platforms: The vast majority of Facebook users in our data did not 
share any articles from fake news domains in 2016 at all (Fig. 1), and 
as the left panel shows, this is not because people generally do not 
share links: While 3.4% of respondents for whom we have Facebook 
profile data shared 10 or fewer links of any kind, 310 (26.1%) respon-
dents shared 10 to 100 links during the period of data collection and 
729 (61.3%) respondents shared 100 to 1000 links. Sharing of stories 
from fake news domains is a much rarer event than sharing links over-
all. The right panel of Fig. 1 reveals a large spike at 0, with a long tail 
that goes as far as 50 shares for a single Facebook user, and we see in 
Table 1 that over 90% of our respondents shared no stories from fake 
news domains. According to our main measure of fake news con-
tent, 8.5% of respondents for whom we have linked Facebook data 
shared at least one such article to their friends. Again referencing Fig. 1, 
among those who shared fake news to their friends, more were Re-
publicans, both in absolute (38 Republican versus 17 Democratic 
respondents) and in relative (18.1% of Republicans versus 3.5% of 
Democrats in our sample) terms.

We further explore the factors that explain the variation in fake 
news sharing behavior. As shown in Fig. 2A, Republicans in our sam-
ple shared more stories from fake news domains than Democrats; 
moreover, self-described independents on average shared roughly as 
many as Republicans (0.506 and 0.480, respectively). A similar pat-
tern is evident for ideology (Fig. 2C): Conservatives, especially those 
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identifying as “very conservative,” shared the most articles from fake 
news domains. On average, a conservative respondent shared 0.75 
such stories [95% confidence interval (CI), 0.537 to 0.969], and a very 
conservative respondent shared 1.0 (95% CI, 0.775 to 1.225). This is 
consistent with the pro-Trump slant of most fake news articles pro-
duced during the 2016 campaign, and of the tendency of respon-
dents to share articles they agree with, and thus might not represent 
a greater tendency of conservatives to share fake news than liberals 
conditional on being exposed to it (3).

Figure 2D shows that, if anything, those who share the most content 
in general were less likely to share articles from fake news–spreading 
domains to their friends. Thus, it is not the case that what explains 
fake news sharing is simply that some respondents “will share any-
thing.” These data are consistent with the hypothesis that people who 
share many links are more familiar with what they are seeing and 
are able to distinguish fake news from real news. (We note that we 
have no measure as to whether or not respondents know that what 
they are sharing is fake news.) Turning to a key demographic char-
acteristic of respondents, a notable finding in Fig. 2B is the clear as-
sociation between age group and the average number of articles from 
fake news domains shared on Facebook. Those over 65 shared an average 
of 0.75 fake news articles (95% CI, 0.515 to 0.977), more than twice 
as many as those in the second-oldest age group (0.26 articles; 95% CI, 
0.206 to 0.314). Of course, age is correlated with other characteristics, 
including political predispositions. Thus, we turn to a multivariate anal-
ysis to examine the marginal impact of individual characteristics.

Table 2 shows that the age effect remains statistically significant 
when controlling for ideology and other demographic attributes. The 

association is also robust to controlling for party, as the various 
alternative specifications provided in the Supplementary Materials 
illustrate. In column 2, the coefficient on “Age: over 65” implies that 
being in the oldest age group was associated with sharing nearly seven 
times as many articles from fake news domains on Facebook as those 
in the youngest age group, or about 2.3 times as many as those in the 
next-oldest age group, holding the effect of ideology, education, and the 
total number of web links shared constant (e1.9 ≈ 6.69, e1.9−1.079 ≈ 2.27). 
This association is also found in the specifications using the alternate 
peer-reviewed measure (2) as a dependent variable in columns 3 and 4, 
with those over 65 sharing between three and four times as many 
fake news links as those in the youngest age group.

Aside from the overall rarity of the practice, our most robust and 
consistent finding is that older Americans were more likely to share 
articles from fake news domains. This relationship holds even when 
we condition on other factors, such as education, party affiliation, 
ideological self-placement, and overall posting activity. It is robust 
to a wide range of strategies for measuring fake news (see Materials 
and Methods). Further, none of the other demographics variables in 
our model—sex, race, education, and income—have anywhere close 
to a robust predictive effect on sharing fake news. We subject our 
findings to a battery of robustness tests in the Supplementary Materials. 
Among them, we show that model specification, other predictors such 
as political knowledge, and distributional assumptions about the de-
pendent variable do not appear to be driving our results (tables S1 to 
S8 and S13). Last, we show in table S14 that, when we try to explain 
patterns of hard news sharing behavior using the same approach, the 
predictors are more varied and do not include age.

Fig. 1. Distribution of total and fake news shares. (Left) Histogram of the total number of links to articles on the web shared by respondents in the sample who iden-
tified as Democrats, Republicans, or independents. (Right) Stacked histogram of the number of fake news articles shared by respondents who identified as Democrats, 
Republicans, or independents using the measure derived from (7).

Table 1. Distribution of fake news shares.  

0 1 2 3 4 5–10 11–50

1090 (91.5%) 63 (5.3%) 12 (1.0%) 8 (0.01%) 5 (<0.01%) 9 (0.01%) 4 (<0.01%)
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DISCUSSION
Using unique behavioral data on Facebook activity linked to individual- 
level survey data, we find, first, that sharing fake news was quite rare 
during the 2016 U.S. election campaign. This is important context 
given the prominence of fake news in post-election narratives about 
the role of social media disinformation campaigns. Aside from the 
relatively low prevalence, we document that both ideology and age 
were associated with that sharing activity. Given the overwhelming 
pro-Trump orientation in both the supply and consumption of fake 
news during that period, including via social pathways on Facebook 
(3), the finding that more conservative respondents were more likely 
to share articles from fake news–spreading domains is perhaps ex-

pected. More puzzling is the independent role of age: Holding con-
stant ideology, party identification, or both, respondents in each age 
category were more likely to share fake news than respondents in the 
next-youngest group, and the gap in the rate of fake news sharing 
between those in our oldest category (over 65) and youngest category 
is large and notable.

These findings pose a challenge and an opportunity for social sci-
entists. Political scientists tend to favor explanations based on sta-
ble, deeply held partisan or ideological predispositions (10, 11). The 
predictive power of demographic traits evaporates when subjected 
to multiple regression analyses that control for other characteristics cor-
related with those demographics. Yet, when an empirical relationship 

Fig. 2. Average number of fake news shares (and 95% CIs) using the list of domains derived from (7). (A) Party identification, (B) age group, (C) ideological 
self-placement, and (D) overall number of Facebook wall posts. Proportions adjusted to account for sample-matching weights derived from the third wave of the SMaPP 
YouGov panel survey.
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such as the one documented here emerges, we are challenged to view 
demographic traits not as controls to be ignored but as central ex-
planatory factors above and beyond the constructs standard in the 
literature (12). This is especially the case with age, as the largest gener-
ation in America enters retirement at a time of sweeping demographic 
and technological change. Below, we suggest possible avenues for further 
research incorporating insights from multiple disciplines.

Given the general lack of attention paid to the oldest generations 
in the study of political behavior thus far, more research is needed 
to better understand and contextualize the interaction of age and 
online political content. Two potential explanations warrant further 
investigation. First, following research in sociology and media stud-
ies, it is possible that an entire cohort of Americans, now in their 60s 

and beyond, lacks the level of digital media literacy necessary to reli-
ably determine the trustworthiness of news encountered online (13, 14). 
There is a well-established research literature on media literacy and 
its importance for navigating new media technologies (15). Build-
ing on existing work (16, 17), researchers should further develop 
competency-based measures of digital media literacy that encompass 
the kinds of skills needed to identify and avoid dubious content de-
signed to maximize engagement. Research on age and digital media 
literacy often focuses on youth skills acquisition and the divide be-
tween “digital natives” and “digital immigrants” (18), but our results 
suggest renewed focus on the oldest age cohorts.

Within this cohort, lower levels of digital literacy could be com-
pounded by the tendency to use social endorsements as credibility 

Table 2. Determinants of fake news sharing on Facebook. Quasi-Poisson models with YouGov’s sample-matching weights applied. Dependent variables are 
counts of fake news articles shared using measures derived from (7) (columns 1 and 2) and (2) (columns 3 and 4). The reference category for ideology is “Not 
sure.” “Number of links shared” refers to the number of Facebook posts by each respondent that includes a link to an external URL. A&G, Allcott and Gentzkow. 

Number of stories shared Number of stories shared (A&G)

(1) (2) (3) (4)

Very liberal 0.487 0.387 1.634* 1.485*

(1.238) (1.209) (0.876) (0.800)

Liberal −1.127 −1.141 0.873 0.812

(1.439) (1.404) (0.886) (0.809)

Moderate 0.333 0.392 0.748 0.824

(1.186) (1.157) (0.875) (0.799)

Conservative 2.187* 2.248** 1.736** 1.800**

(1.155) (1.128) (0.868) (0.794)

Very conservative 2.366** 2.297** 2.231** 2.087***

(1.158) (1.132) (0.869) (0.795)

Age: 30–44 0.772 0.742 0.253 0.172

(0.811) (0.791) (0.390) (0.356)

Age: 45–65 1.136 1.079 0.602* 0.488

(0.765) (0.746) (0.359) (0.328)

Age: over 65 2.052*** 1.900** 1.389*** 1.152***

(0.766) (0.750) (0.362) (0.333)

Female −0.114 0.008 −0.329** −0.199

(0.217) (0.219) (0.155) (0.146)

Black −0.880 −0.806 −0.609 −0.536

(0.754) (0.736) (0.400) (0.366)

Education −0.085 −0.091 −0.021 −0.021

(0.081) (0.081) (0.055) (0.052)

Income −0.007 −0.007 0.003 0.003

(0.008) (0.008) (0.004) (0.003)

Number of links shared 0.001*** 0.001***

(0.0002) (0.0001)

Constant −3.416** −3.635*** −1.201 −1.502*

(1.379) (1.348) (0.931) (0.851)

N 1041 1040 1041 1040

*P < 0.1   **P < 0.05   ***P < 0.01.
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cues (19). If true, this would imply a growing impact as more Amer-
icans from older age groups join online social communities. A second 
possibility, drawn from cognitive and social psychology, suggests a 
general effect of aging on memory. Under this account, memory de-
teriorates with age in a way that particularly undermines resistance 
to “illusions of truth” and other effects related to belief persistence 
and the availability heuristic, especially in relation to source cues (20–22). 
The severity of these effects would theoretically increase with the 
complexity of the information environment and the prevalence of 
misinformation.

We cannot definitively rule out the possibility that there is an omit-
ted variable biasing our estimates, although we have included con-
trols for many individual-level characteristics theoretically related to 
acceptance of misinformation and willingness to share content online. 
Even if our models are correctly specified, we use observational data 
that cannot provide causal evidence on the determinants of fake news 
sharing. This study takes advantage of a novel and powerful new dataset 
combining survey responses and digital trace data that overcomes 
well-known biases in sample selection and self-reports of online be-
havior (8, 9). However, we are still limited in our ability to collect 
these data unobtrusively. Despite our high response rate, half of our 
respondents with Facebook accounts opted not to share their profile 
data with us. Any inferences are therefore limited insofar as the like-
lihood of sharing data is correlated with other characteristics of interest.

In addition, while our approach allows for enhanced measure-
ment of online sharing behavior, we lack data on the composition of 
respondents’ Facebook News Feeds. It is possible, for instance, that 
very conservative Facebook users were exposed to more fake news 
articles in their networks and that the patterns we observe are not 
due to differential willingness to believe or share false content across 
the political spectrum. While other evidence suggests the limits of 
the “echo chambers” narrative (23), we cannot rule out this pos-

sibility. Similarly, it may be the case that the composition of older 
Facebook users’ News Feeds differs in systematically important ways 
from that of younger users; while we lack the data in the present work 
to test this proposition, future research with access to these data could 
prove illuminating. These concerns aside, the evidence we have pre-
sented is strongly suggestive of an emerging relationship between not 
only ideological affiliation but also age and the still-rare tendency to 
spread misinformation to one’s friends on social media platforms. 
If the association with age holds in future studies, there are a whole 
host of questions about the causes, mechanisms, and ramifications 
of the relationship that researchers should explore. First, how much 
of the effect can be attributed to lack of digital or media literacy as 
opposed to explanations rooted in cognitive abilities and memory? 
Answering this question will require developing measures of digital 
literacy that can be behaviorally validated. Second, what is the role 
of the (currently) unobserved News Feed and social network envi-
ronment on people’s tendency to see, believe, and spread dubious 
content? How are consumption and spreading, if at all, related? How 
does social trust over networks mediate the relationship between age 
and the sharing of misinformation?

Last, if media literacy is a key explanatory factor, then what are 
the interventions that could effectively increase people’s ability to 
discern information quality in a complex, high-choice media envi-
ronment replete with contradictory social and political cues? Both 
theory and existing curricula could serve as the basis of rigorously 
controlled evaluations, both online and in the classroom, which could 
then help to inform educational efforts targeted at people in differ-
ent age groups and with varying levels of technological skill. These 
efforts leave open the possibility that simple interventions, perhaps 
even built into online social environments, could reduce the spread 
of misinformation by those most vulnerable to deceptive content. 
Developing these innovations would be further aided by increased 

Table 3. Comparison of samples. FB, Facebook. 

Full sample Sample 2* Sample 3† P‡ Sample 4§

% Democrat 31 32 40 0.17 40

Mean ideology 
(five-point)

2.98 2.89 2.76 0.01 2.75

% Vote intention 
(Clinton)

36 37 47 0.07 47

% Voted in 2016 general 0.59 0.59 0.63 0.01 0.63

% Knowledge (0–2) 2.05 2.04 2.13 0.03 2.13

Mean age 51 49 49 0.16 49

% High school or less 23 20 22 0.17 22

Self-reported

% Post to FB several 
times/day

26 28 0.28 28

% Look at FB often 65 67 0.42 68

N 3500 2711 1331 1191

*Column 2 summarizes characteristics of respondents who said in the survey that they have a Facebook account (i.e., they selected “Facebook” from the list of 
response options to the question “Do you have accounts on any of the following social media sites?”).   †Column 3 subsets to respondents (regardless of 
their answer in the previous question) who consented to share Facebook profile information with the researchers.   ‡P values are computed from t tests of 
the difference in means between the sample of respondents who reported having a Facebook account and those who consented to provide access to their 
profile data.   §The final column subsets to those who shared any Facebook data at all that we were able to link back to the survey.
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cooperation between academic researchers and the platforms them-
selves (24).

MATERIALS AND METHODS
Survey data
We designed and conducted a panel survey (fielded by online polling 
firm YouGov) during the 2016 U.S. presidential election to under-
stand how social media use affects the ways that people learn about 
politics during a campaign. In addition to including a rich battery of 
individual-level covariates describing media use and social media use, 
we were able to match many respondents to data on their actual 
Facebook behavior (see below). The survey had three waves. Wave 1 
was fielded 9 April to 1 May 2016 (3500 respondents), wave 2 was 
fielded 9 September to 9 October 2016 (2635 respondents), and wave 3 
was fielded 25 October to 7 November 2016 (2628 respondents).

Facebook profile data
We were able to obtain private Facebook profile data from a substan-
tial subset of our survey respondents. Starting 16 November 2016, 
YouGov e-mailed all respondents with a request to temporarily share 
information from their Facebook profiles with us. That request read, 
in part: “We are interested in the news people have read and shared on 
Facebook this year. To save time and to get the most accurate infor-
mation, with your permission we can learn this directly from Facebook. 
Facebook has agreed to help this way. Of course, we would keep this 
information confidential, just like everything else you tell us.”

Those who consented to do so were asked to provide access to a 
Facebook web application and to specifically check which types of 
information they were willing to share with us: fields from their public 
profile, including religious and political views; their own timeline 
posts, including external links; and “likes” of pages. We did not have 
access to the content of people’s News Feeds or information about 
their friends. Respondents read a privacy statement that informed 
them that they could deactivate the application at any time and that 
we would not share any personally identifying information. The 
app provided access for up to 2 months after respondents who chose 
to share data agreed to do so. This data collection was approved by 
the New York University Institutional Review Board (IRB-12-9058 
and IRB-FY2017–150).

Of 3500 initial respondents in wave 1, 1331 (38%) agreed to share 
Facebook profile data with us. The proportion rises (49.1%) when 
we consider that only 2711 of our respondents said that they use 
Facebook at all. We were successfully able to link profile data from 
1191 of survey respondents, leaving us with approximately 44% of 
Facebook users in our sample. (See the “Sample details” section for a 
comparison of sample characteristics on various demographic and 
behavioral dimensions. Linked respondents were somewhat more 
knowledgeable and engaged in politics than those who did not share 
data.) For the purposes of this analysis, we parsed the raw Facebook 
profile data and identified the domains of any links posted by re-
spondents to their own timelines.

We did not have access to posts that respondents deleted before 
consenting to temporarily share their data with us. It is theoretically 
possible that some respondents posted fake news articles to their pro-
files and then deleted them before we had the opportunity to collect 
the data. To the extent that this activity reflects second-guessing or 
awareness of how fake news posting is perceived by social connec-
tions, we interpret the sharing data that we were able to gather as 

genuine—posts that our respondents did not feel compelled to re-
move at a later time. There may be an additional concern that some 
types of people were more likely to delete fake news articles that they 
posted, leading us to biased inferences. However, to the extent that 
these characteristics are negatively correlated with the characteristics 
that predict posting in the first place, such deletion activity (which 
is likely very rare) should reduce noise in the data that would other-
wise be generated by split-second sharing decisions that are imme-
diately retracted.

Defining fake news
The term fake news can be used to refer to a variety of different 
phenomena. Here, we largely adopted the use suggested in (25) of 
knowingly false or misleading content created largely for the purpose 
of generating ad revenue. Given the difficulty of establishing a com-
monly accepted ground-truth standard for what constitutes fake news, 
our approach was to build on the work of both journalists and academ-
ics who worked to document the prevalence of this content over the 
course of the 2016 election campaign. In particular, we used a list of 
fake news domains assembled by Craig Silverman of BuzzFeed News, 
the primary journalist covering the phenomenon as it developed (7). 
As a robustness check, we constructed alternate measures using a list 
curated by Allcott and Gentzkow (2), who combined multiple sources 
across the political spectrum (including some used by Silverman) to 
generate a list of fake news stories specifically debunked by fact- 
checking organizations.

The Silverman list is based on the most-shared web domains during 
the election campaign as determined by the analytics service BuzzSumo. 
Silverman and his team followed up their initial results with in-depth 
reporting to confirm whether a domain appeared to have the hall-
mark features of a fake news site: lacking a contact page, featuring a 
high proportion of syndicated content, being relatively new, etc. We 
took this list and removed all domains classified as “hard news” via 
the supervised learning technique used by Bakshy et al. (23) to focus 
specifically on fake news domains rather than the more contested 
category of “hyperpartisan” sites (such as Breitbart). (The authors 
used section identifiers in article URLs shared on Facebook that are 
associated with hard news—“world,” “usnews,” etc.—to train a ma-
chine learning classifier on text features. They ultimately produced 
a list of 495 domains with both mainstream and partisan websites 
that produce and engage with current affairs.) The resulting list con-
tains 21 mostly pro-Trump domains, including well-known purveyors 
such as abcnews.com.co, the Denver Guardian, and Ending the Fed. 
In analyses using this list, we counted any article from one of these 
domains as a fake news share. (See below for details on these coding 
procedures and a list of domains in what we refer to as our main 
BuzzFeed-based list.)

The Allcott and Gentzkow list begins with 948 fact checks of false 
stories from the campaign. We retrieved the domains of the publish-
ers originating the claims and again removed all hard news domains 
as described above. Then, we coded any article from this set of do-
mains as a fake news article. For robustness, in table S9, we used 
only exact URL matches to any of the 948 entries in the Allcott and 
Gentzkow list as a more restrictive definition of fake news, but one 
that does not require assuming that every article from a “fake news 
domain” should be coded as fake news. Since the list contains the 
researchers’ manual coding of the slant of each article, we also pre-
sented models analyzing pro-Trump and pro-Clinton fake news sharing 
activity only.
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Additional lists
In addition to these primary measures, we report (below) analyses 
using three supplementary collections of fake news articles produced 
after the election. Two lists were also produced by Silverman and his 
team at BuzzFeed (26), and the third is a crowdsourced effort headed 
by Melissa Zimdars of Merrimack College. Our key results are es-
sentially invariant to whatever measure of fake news we use.

Modeling strategy and covariates
We aggregated all shares to the individual respondent level so that 
our dependent variables are counts (i.e., number of fake news sto-
ries shared). To account for this feature of the data, as well as the 
highly skewed distribution of the counts, we primarily used Poisson 
or quasi-Poisson regressions to model the determinants of Facebook 
sharing behavior. We conducted dispersion tests on the count data 
and used quasi-Poisson models if the null hypothesis of no dispersion 
is rejected. Below, we included negative binomial and Ordinary Least 
Squares (OLS) regressions to show that our results are generally not 
sensitive to model choice. All models applied weights from YouGov 
to adjust for selection into the sample. We specifically used sample- 
matching weights produced for the third wave of the survey, which 
was closest to the Facebook encouragement sent to respondents (27). 
(Results also do not appear to be sensitive to the use of weights.)

We included a mix of relevant sociodemographic and political 
variables as predictors. These include age (reference category, 18 to 
29), race, gender, family income, and educational attainment. In all 
models, we included either five-point ideological self-placement, three- 
point party identification, or both. Since these variables were correlated 
(r = 0.31), we addressed possible multicollinearity via transparency— 
we provided our main results all three ways. (In all models, the ref-
erence case for party identification and ideology is “Not sure.” Specifi-
cations including additional racial/ethnic categories are statistically 
and substantively unchanged; available from the authors.) Last, we 
included a measure of the total number of wall posts including a URL. 
This is intended to capture the overall level of respondents’ Facebook 
link-sharing activity regardless of political content or verifiability.

Details on main BuzzFeed-based list
Our BuzzFeed-based list began with 30 domains identified by that 
site’s reporting as purveyors of intentionally false election-related 
stories generating the most Facebook engagement. To do this, the 
journalists, led by Craig Silverman, used keywords and existing lists 
combined with the analytics service BuzzSumo. To ensure that our 
analysis stayed clear of websites that could be construed as partisan 
or hyperpartisan (rather than intentionally or systematically factu-
ally inaccurate), we additionally filtered out domains identified as hard 
news by a supervised learning classifier developed by Bakshy et al. 
(23). The nearly 500 hard news domains encompass a wide range of 
news and opinion websites, both mainstream and niche. The classi-
fier was trained on the text features of roughly 7 million web pages 
shared on Facebook over a 6-month period by U.S. users, with train-
ing labels for hard and soft news generated using bootstrapped key-
word searches on the URLs. Once matches to this list of hard news 
domains were removed (for example, Breitbart.com), we were left 
with 21 domains, shown below.

(1) usanewsflash.com
(2) abcnews.com.co
(3) denverguardian.com
(4) rickwells.us

(5) truepundit.com
(6) redstatewatcher.com
(7) worldpoliticus.com
(8) subjectpolitics.com
(9) conservativestate.com
(10) conservativedailypost.com
(11) libertywritersnews.com
(12) worldnewsdailyreport.com
(13) endingthefed.com
(14) donaldtrumpnews.co.
(15) yesimright.com
(16) burrardstreetjournal.com
(17) bizstandardnews.com
(18) everynewshere.com
(19) departed.co.
(20) americanmilitarynews.com
(21) tmzhiphop.com

Sample details
Table 3 reports raw proportions of characteristics and self-reported 
behaviors across various sample definitions. Knowledge ranged from 
0 to 4 and was constructed from a grid of questions about the 
majority party in the House and Senate, in addition to questions 
about whether the uninsured rate and earnings had increased over 
the course of 2016. Voter turnout was verified by our survey provider, 
which matches individual respondents to the TargetSmart voter file.

A potential concern about sample-selection bias is that those who 
consented to share Facebook data were different from the rest of the 
sample along some dimension that is also related to our outcome of 
interest (fake news sharing behavior). Table 3 suggests that, at least 
on closely related observable characteristics, the subgroup for which 
we have profile data is a valid cross section of the overall sample. In 
particular, frequent self-reported Facebook sharing activity is roughly 
indistinguishable between those who report having a Facebook ac-
count and those who provided access (P = 0.28). The samples are 
also comparable on age, frequency of looking at Facebook, and vote 
intention. Those who shared data were slightly more liberal on av-
erage (P = 0.01), but we controlled for this in our models and we 
expected differences between the samples to arise due to chance 
alone. Last, it may not be surprising that those who provided access 
to profile data were also more likely to participate in elections, as 
measured by verified voter turnout in the 2016 general election. We 
see this somewhat heightened political engagement in the Facebook 
subsample as important to note, and we accounted for the effects 
of this difference when we controlled for overall posting activity 
in our models.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/ 
content/full/5/1/eaau4586/DC1
Tables S1–S13. Determinants of fake news sharing on Facebook (alternate specification).
Table S14. Determinants of hard news sharing on Facebook.
Fig. S1. Average number of fake news articles shared by age group (with 95% confidence inter-
vals), using the URL-level measure derived from (2).
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Tables and Figures
Tables A1 and A2 present alternative specifications for the models in Table 2, columns 2 and 4,
using negative binomial and OLS regressions, respectively. Tables A3 and A4 present models
that include indicators for both party identification and ideological self-placement in addition
to the other demographic variables, while Tables A5 and A6 include party but not ideology. In
all four tables, the first column is a quasi-Poisson regression as in Table 2; the second column
is a negative binomial regression; and the third column is a linear model. Tables A4 and A6
use the Allcott & Gentzkow-based measure instead of the main BuzzFeed-based measure as the
dependent variable.

Tables A7 and A8 present OLS and logistic regressions, respectively, with three different
specifications in which the dependent variable is coded as binary (1 if respondent shared at
least one fake news article using main BuzzFeed-based list). Table A9 is a version of Table
A4, except that the Allcott & Gentzkow-based measure used as the dependent variable is coded
at the article level. We present models that count exact matches to any URL in the Allcott &
Gentzkow dataset as fake news, and that look at only those coded as having a pro-Trump or
pro-Clinton slant. We use OLS in Table A9, because the coding scheme results in much lower
counts that lead to difficulty fitting our standard count models. Fig. A1 visualizes sharing by
age using this measure.

Tables A10-A12 use the alternate measures of fake news described above.
Table A13 presents a version of Table 2 with a measure of political knowledge included

as a predictor. (See “Sample details” for information on the knowledge measure.) Table A14
presents models with sharing from hard news domains as the dependent variable. “Hard news”
in this case is defined as one of the domains classified as a producer of hard news by (1). See
the “Details on main BuzzFeed-based list” section for more information.
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Alternative model specifications for Table 2
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Table 1 Determinants of ake ews haring on Facebook

Number of Stories Shared Number of Stories Shared (A&G)

(1) (2)

Very Liberal 0.092 1.056∗∗

(0.884) (0.430)
Liberal −1.352 0.507

(0.966) (0.428)
Moderate 0.411 0.511

(0.839) (0.415)
Conservative 2.202∗∗∗ 1.497∗∗∗

(0.835) (0.424)
Very Conservative 2.204∗∗∗ 1.706∗∗∗

(0.853) (0.441)
Age: 30-44 0.376 0.002

(0.590) (0.256)
Age: 45-65 0.919∗ 0.478∗∗

(0.547) (0.239)
Age: Over 65 1.604∗∗∗ 1.091∗∗∗

(0.576) (0.263)
Female −0.132 −0.229∗

(0.249) (0.134)
Black −1.262∗ −0.739∗∗∗

(0.659) (0.263)
Education 0.090 0.014

(0.088) (0.047)
Income −0.006 0.004

(0.008) (0.003)
Number of links shared 0.001∗∗∗ 0.002∗∗∗

(0.0002) (0.0001)
Constant −4.272∗∗∗ −1.993∗∗∗

(1.008) (0.477)
N 1,040 1,040
Log Likelihood -447.065 -1,448.323
θ 0.163∗∗∗(0.026) 0.315∗∗∗(0.024)
AIC 922.129 2,924.646
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Negative binomial regressions.
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Table 2 Determinants of ake ews haring on Facebook

Number of Stories Shared Number of Stories Shared (A&G)

(1) (2)

Very Liberal 0.015 1.037
(0.251) (1.058)

Liberal −0.097 −0.054
(0.247) (1.041)

Moderate 0.011 0.211
(0.235) (0.992)

Conservative 0.615∗∗ 1.997∗

(0.249) (1.050)
Very Conservative 0.795∗∗∗ 3.765∗∗∗

(0.266) (1.122)
Age: 30-44 0.014 −0.158

(0.162) (0.683)
Age: 45-65 0.032 0.143

(0.154) (0.648)
Age: Over 65 0.486∗∗∗ 2.461∗∗∗

(0.176) (0.742)
Female −0.046 −0.522

(0.093) (0.392)
Black −0.084 −0.440

(0.156) (0.656)
Education −0.039 −0.096

(0.033) (0.137)
Income −0.002 0.006

(0.002) (0.010)
Number of links shared 0.0003∗∗∗ 0.003∗∗∗

(0.0001) (0.0004)
Constant 0.091 0.032

(0.280) (1.181)
N 1,040 1,040
Adjusted R2 0.065 0.098
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
OLS regressions.
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Additional specifications for Table 2
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Table 3 Determinants of ake ews haring on Facebook

Number of Stories Shared

(1) (2) (3)

Very Liberal 0.622 0.538 0.036
(1.486) (0.970) (0.267)

Liberal −0.754 −0.864 −0.054
(1.700) (1.046) (0.263)

Moderate 0.297 0.556 −0.013
(1.412) (0.910) (0.246)

Conservative 2.177 2.229∗∗ 0.665∗∗

(1.389) (0.923) (0.266)
Very Conservative 2.302 2.268∗∗ 0.872∗∗∗

(1.400) (0.942) (0.283)
Democrat −0.553 −0.812 −0.056

(1.684) (0.963) (0.300)
Republican 0.188 −0.304 −0.142

(1.640) (0.958) (0.311)
Independent 1.088 −0.044 0.263

(1.630) (0.943) (0.300)
Other 0.361 0.434 −0.005

(1.843) (1.113) (0.401)
Age: 30-44 0.852 0.454 0.008

(0.928) (0.588) (0.162)
Age: 45-65 1.023 1.043∗ 0.033

(0.878) (0.552) (0.155)
Age: Over 65 1.915∗∗ 1.697∗∗∗ 0.487∗∗∗

(0.880) (0.579) (0.177)
Female 0.115 −0.134 −0.023

(0.257) (0.248) (0.093)
Black −0.288 −0.936 −0.034

(0.878) (0.658) (0.159)
Education −0.079 0.078 −0.042

(0.096) (0.088) (0.032)
Income −0.008 −0.007 −0.002

(0.010) (0.008) (0.002)
Number of FB posts 0.001∗∗∗ 0.001∗∗∗ 0.0003∗∗∗

(0.0002) (0.0002) (0.0001)
Constant −4.244∗∗ −4.132∗∗∗ 0.049

(1.974) (1.141) (0.347)
N 1,040 1,040 1,040
Adjusted R2 0.072
Log Likelihood -444.555
θ 0.172∗∗∗(0.028)
AIC 925.110
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Models: Quasi-Poisson, negative binomial, and OLS respectively.
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Table S4 Determinants of fake new haring on Facebook

Number of Stories Shared (A&G)

(1) (2) (3)

Very Liberal 1.295∗ 0.939∗∗ 0.968
(0.783) (0.455) (1.123)

Liberal 0.698 0.409 −0.030
(0.791) (0.454) (1.106)

Moderate 0.527 0.408 0.017
(0.777) (0.435) (1.034)

Conservative 1.646∗∗ 1.479∗∗∗ 2.228∗∗

(0.775) (0.452) (1.119)
Very Conservative 2.066∗∗∗ 1.742∗∗∗ 4.136∗∗∗

(0.780) (0.470) (1.192)
Democrat 0.756 0.389 0.176

(1.100) (0.521) (1.263)
Republican 0.565 0.130 −0.515

(1.102) (0.535) (1.310)
Independent 1.480 0.522 1.497

(1.095) (0.521) (1.263)
Other 0.962 0.270 0.299

(1.166) (0.650) (1.689)
Age: 30-44 0.213 0.010 −0.184

(0.339) (0.255) (0.681)
Age: 45-65 0.455 0.433∗ 0.129

(0.313) (0.240) (0.651)
Age: Over 65 1.171∗∗∗ 1.038∗∗∗ 2.447∗∗∗

(0.317) (0.263) (0.743)
Female −0.129 −0.223∗ −0.409

(0.139) (0.133) (0.392)
Black −0.393 −0.731∗∗∗ −0.275

(0.353) (0.266) (0.669)
Education −0.023 0.017 −0.107

(0.050) (0.047) (0.137)
Income 0.002 0.004 0.005

(0.003) (0.003) (0.010)
Number of links shared 0.001∗∗∗ 0.002∗∗∗ 0.003∗∗∗

(0.0001) (0.0001) (0.0004)
Constant −2.380∗∗ −2.246∗∗∗ −0.375

(1.205) (0.593) (1.459)
N 1,040 1,040 1,040
Adjusted R2 0.107
Log Likelihood -1,446.001
θ 0.320∗∗∗(0.024)
AIC 2,928.001
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Models: Quasi-Poisson, negative binomial, and OLS respectively.

8

.s s .



Table 5 Determinants of ake ews haring on Facebook

Number of Stories Shared

(1) (2) (3)

Democrat −0.391 −1.029 −0.054
(1.653) (0.884) (0.285)

Republican 1.583 1.083 0.327
(1.605) (0.869) (0.293)

Independent 1.884 0.751 0.396
(1.601) (0.867) (0.289)

Other 1.313 1.144 0.174
(1.829) (1.083) (0.397)

Age: 30-44 0.771 0.344 0.013
(0.954) (0.591) (0.164)

Age: 45-65 1.419 1.309∗∗ 0.115
(0.897) (0.552) (0.156)

Age: Over 65 2.418∗∗∗ 2.047∗∗∗ 0.594∗∗∗

(0.899) (0.582) (0.177)
Female −0.094 −0.314 −0.069

(0.257) (0.254) (0.094)
Black −0.753 −0.966 −0.079

(0.892) (0.654) (0.160)
Education −0.154 −0.028 −0.061∗

(0.095) (0.089) (0.032)
Income −0.015 −0.015∗ −0.003

(0.010) (0.008) (0.002)
Number of FB posts 0.001∗∗∗ 0.001∗∗∗ 0.0003∗∗∗

(0.0002) (0.0002) (0.0001)
Constant −3.630∗∗ −3.244∗∗∗ 0.148

(1.836) (1.027) (0.327)
N 1,040 1,040 1,040
Adjusted R2 0.043
Log Likelihood -463.397
θ 0.128∗∗∗(0.020)
AIC 952.795
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Models: Quasi-Poisson, negative binomial, and OLS respectively.
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Table 6 Determinants of ake ews haring on Facebook

Number of Stories Shared (A&G)

(1) (2) (3)

Democrat 1.291 0.620 0.424
(1.179) (0.502) (1.201)

Republican 1.726 1.081∗∗ 1.335
(1.180) (0.509) (1.233)

Independent 2.165∗ 1.101∗∗ 2.107∗

(1.177) (0.505) (1.218)
Other 1.814 0.892 1.150

(1.259) (0.642) (1.670)
Age: 30-44 0.211 −0.018 −0.153

(0.373) (0.260) (0.691)
Age: 45-65 0.599∗ 0.518∗∗ 0.383

(0.342) (0.243) (0.655)
Age: Over 65 1.416∗∗∗ 1.243∗∗∗ 2.798∗∗∗

(0.344) (0.266) (0.747)
Female −0.246∗ −0.249∗ −0.546

(0.149) (0.136) (0.395)
Black −0.705∗ −0.867∗∗∗ −0.468

(0.384) (0.273) (0.672)
Education −0.069 −0.007 −0.176

(0.052) (0.047) (0.135)
Income 0.0005 0.003 0.001

(0.003) (0.003) (0.010)
Number of links shared 0.001∗∗∗ 0.002∗∗∗ 0.003∗∗∗

(0.0001) (0.0001) (0.0004)
Constant −1.830 −1.867∗∗∗ 0.012

(1.222) (0.558) (1.378)
N 1,040 1,040 1,040
Adjusted R2 0.080
Log Likelihood -1,467.833
θ 0.288∗∗∗(0.021)
AIC 2,961.666
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Models: Quasi-Poisson, negative binomial, and OLS respectively.
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Table 7 Determinants of ake ews haring on Facebook

Shared Any Fake News Stories

(1) (2) (3)

Very Liberal 0.006 −0.007
(0.052) (0.049)

Liberal −0.034 −0.056
(0.051) (0.048)

Moderate −0.015 −0.007
(0.048) (0.046)

Conservative 0.102∗ 0.121∗∗

(0.052) (0.049)
Very Conservative 0.170∗∗∗ 0.190∗∗∗

(0.055) (0.052)
Democrat −0.003 −0.007

(0.059) (0.056)
Republican 0.051 0.136∗∗

(0.061) (0.057)
Independent 0.068 0.090

(0.059) (0.057)
Other 0.150∗ 0.183∗∗

(0.078) (0.078)
Age: 30-44 0.025 0.027 0.022

(0.032) (0.032) (0.032)
Age: 45-65 0.079∗∗∗ 0.094∗∗∗ 0.069∗∗

(0.030) (0.030) (0.030)
Age: Over 65 0.069∗∗ 0.088∗∗ 0.059∗

(0.035) (0.035) (0.034)
Female −0.0002 −0.008 −0.004

(0.018) (0.018) (0.018)
Black −0.019 −0.026 −0.040

(0.031) (0.031) (0.030)
Education 0.001 −0.003 0.002

(0.006) (0.006) (0.006)
Income −0.0001 −0.0003 −0.00001

(0.0005) (0.0005) (0.0005)
Number of FB posts 0.0001∗∗∗ 0.0001∗∗∗ 0.0001∗∗∗

(0.00002) (0.00002) (0.00002)
Constant −0.042 −0.032 −0.006

(0.068) (0.064) (0.055)
N 1,040 1,040 1,040
Adjusted R2 0.099 0.071 0.091
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
OLS models.
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Table 8 Determinants of ake ews haring on Facebook

Shared Any Fake News Stories

(1) (2) (3)

Very Liberal 0.069 −0.061
(0.785) (0.735)

Liberal −1.026 −1.301
(0.872) (0.827)

Moderate −0.284 −0.047
(0.733) (0.696)

Conservative 0.841 1.188∗

(0.733) (0.688)
Very Conservative 1.167 1.541∗∗

(0.749) (0.698)
Democrat 0.419 0.299

(1.399) (1.336)
Republican 1.307 2.083

(1.389) (1.321)
Independent 1.498 1.737

(1.381) (1.321)
Other 2.267 2.601∗

(1.457) (1.406)
Age: 30-44 0.986 0.908 0.843

(0.659) (0.651) (0.650)
Age: 45-65 1.654∗∗∗ 1.770∗∗∗ 1.469∗∗

(0.629) (0.620) (0.614)
Age: Over 65 1.479∗∗ 1.687∗∗∗ 1.283∗∗

(0.659) (0.647) (0.645)
Female 0.051 −0.069 0.015

(0.227) (0.219) (0.224)
Black −0.584 −0.709 −0.940

(0.608) (0.606) (0.588)
Education 0.020 −0.018 0.046

(0.081) (0.077) (0.080)
Income −0.001 −0.004 0.0004

(0.007) (0.007) (0.007)
Number of FB posts 0.001∗∗∗ 0.001∗∗∗ 0.001∗∗∗

(0.0002) (0.0002) (0.0002)
Constant −5.323∗∗∗ −5.228∗∗∗ −4.267∗∗∗

(1.493) (1.461) (0.927)
N 1,040 1,040 1,040
Log Likelihood -306.291 -320.530 -313.214
AIC 648.582 667.060 654.428
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Logistic regression models.
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Using Allcott & Gentzkow URL-level measure

Table 9 Determinants of ake ews haring on Facebook

Number Shared Number Shared (pro-T) Number Shared (pro-C)

(1) (2) (3)

Very Liberal 0.083∗ −0.001 0.083∗∗

(0.050) (0.031) (0.039)
Liberal −0.022 −0.007 −0.015

(0.049) (0.030) (0.038)
Moderate −0.016 −0.001 −0.016

(0.047) (0.029) (0.036)
Conservative 0.027 0.048 −0.021

(0.050) (0.031) (0.038)
Very Conservative 0.096∗ 0.099∗∗∗ −0.003

(0.053) (0.033) (0.041)
Age: 30-44 0.032 0.003 0.030

(0.032) (0.020) (0.025)
Age: 45-65 0.056∗ 0.011 0.045∗

(0.031) (0.019) (0.024)
Age: Over 65 0.166∗∗∗ 0.051∗∗ 0.115∗∗∗

(0.035) (0.022) (0.027)
Female 0.013 −0.008 0.021

(0.019) (0.011) (0.014)
Black −0.014 −0.001 −0.012

(0.031) (0.019) (0.024)
Education 0.005 0.0004 0.005

(0.006) (0.004) (0.005)
Income 0.003∗∗∗ −0.00001 0.003∗∗∗

(0.0005) (0.0003) (0.0004)
Number of links posted 0.0001∗∗ 0.00004∗∗∗ 0.00002

(0.00002) (0.00001) (0.00002)
Constant −0.099∗ −0.014 −0.085∗∗

(0.056) (0.034) (0.043)
N 1,040 1,040 1,040
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
OLS models. The DVs in Columns 2 and 3 subset to articles in Allcott & Gentzkow’s data coded
as being pro-Trump or pro-Clinton fake news, respectively.
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Fig. 1. Average number of fake news articles shared by age group (with 95% confidence
intervals), using the URL-level measure derived from (2).
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Applying alternative fake news lists Table A10 provides a version of our main results us-
ing an alternative list of fake news domains produced by BuzzFeed (3). This list (hereafter
“BuzzFeed 2”) is more comprehensive than the one used in the main text (comprising 92 do-
mains after removing hard news domains from (1)) because it was expanded with more data
made available after the 2016 presidential election and it includes some stories that might not
be considered political. As Silverman notes, for instance, many of the most-shared fake news
articles in 2016 were crime-related (e.g.: “Morgue Worker Arrested After Giving Birth To A
Dead Man’s Baby”). Perhaps as a result, there are no clear effects of party or ideology when
using this measure, although the age effect remains.

We use another list referenced in the same report (3) which contains the top 50 most shared
fake news articles in 2016 (hereafter “BuzzFeed 3”). (See https://www.buzzfeed.com/
craigsilverman/top-fake-news-of-2016 for details and to download the lists.)
This was generated using the analytics service BuzzSumo. We code a share from any domain
on this list of articles as a fake news share.

Finally, in Table A12 we apply a crowdsourced list of fake news domains supervised by
Melissa Zimdars of Merrimack College and described at OpenSources.co. The project de-
fines fake news as: “Sources that entirely fabricate information, disseminate deceptive content,
or grossly distort actual news reports.”
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Table 10 Determinants of ake ews haring on Facebook

Number of Stories Shared

(1) (2) (3) (4)

Very Liberal 1.252 1.387∗

(0.800) (0.812)
Liberal 0.666 0.793

(0.810) (0.821)
Moderate 0.255 0.249

(0.807) (0.819)
Conservative 0.566 0.552

(0.819) (0.830)
Very Conservative 0.503 0.613

(0.849) (0.859)
Democrat 0.634 0.691

(0.908) (0.936)
Republican 0.281 0.256

(0.928) (0.956)
Independent 0.261 0.260

(0.921) (0.949)
Other 1.359 1.525

(0.988) (1.017)
Age: 30-44 1.003∗ 1.096∗ 1.017∗ 1.181∗∗

(0.567) (0.575) (0.559) (0.576)
Age: 45-65 1.407∗∗ 1.535∗∗∗ 1.417∗∗∗ 1.582∗∗∗

(0.547) (0.554) (0.541) (0.559)
Age: Over 65 1.245∗∗ 1.390∗∗ 1.260∗∗ 1.445∗∗

(0.578) (0.584) (0.569) (0.586)
Female −0.168 −0.197 −0.100 −0.132

(0.207) (0.208) (0.201) (0.207)
Black −0.059 −0.119 −0.196 −0.274

(0.378) (0.383) (0.372) (0.387)
Education 0.069 0.078 0.091 0.111

(0.073) (0.072) (0.069) (0.070)
Income 0.008∗∗ 0.009∗∗ 0.010∗∗∗ 0.011∗∗∗

(0.004) (0.004) (0.004) (0.004)
Number of FB posts 0.001∗∗∗ 0.001∗∗∗

(0.0001) (0.0001)
Constant −4.423∗∗∗ −4.282∗∗∗ −4.418∗∗∗ −4.323∗∗∗

(0.960) (0.977) (1.052) (1.092)
N 1,040 1,041 1,040 1,041
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Quasi-Poisson models.
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Table 11 Determinants of ake ews haring on Facebook

Number of Stories Shared

(1) (2) (3) (4)

Very Liberal 0.511 0.648
(0.909) (0.907)

Liberal 0.035 0.135
(0.923) (0.921)

Moderate −0.101 −0.104
(0.903) (0.903)

Conservative 0.485 0.482
(0.905) (0.903)

Very Conservative 0.667 0.732
(0.924) (0.921)

Democrat 14.958 15.018
(993.790) (992.796)

Republican 14.663 14.666
(993.790) (992.796)

Independent 15.069 15.091
(993.790) (992.796)

Other 16.399 16.549
(993.790) (992.796)

Age: 30-44 0.538 0.614 0.665 0.759
(0.734) (0.733) (0.737) (0.737)

Age: 45-65 1.119 1.225∗ 1.313∗ 1.453∗∗

(0.689) (0.688) (0.697) (0.697)
Age: Over 65 1.217∗ 1.360∗ 1.474∗∗ 1.605∗∗

(0.721) (0.716) (0.724) (0.722)
Female 0.186 0.143 0.190 0.187

(0.279) (0.276) (0.275) (0.275)
Black −0.462 −0.512 −0.577 −0.622

(0.616) (0.615) (0.619) (0.622)
Education 0.134 0.132 0.089 0.101

(0.097) (0.095) (0.093) (0.092)
Income 0.001 0.001 0.002 0.002

(0.007) (0.007) (0.007) (0.007)
Number of FB posts 0.001∗∗ 0.001∗∗

(0.0002) (0.0002)
Constant −4.969∗∗∗ −4.831∗∗∗ −19.686 −19.654

(1.124) (1.122) (993.790) (992.796)
N 1,040 1,041 1,040 1,041
Log Likelihood -209.038 -211.564 -206.431 -208.806
AIC 446.076 449.128 438.863 441.612
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Poisson models.
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Table 12 Determinants of ake ews haring on Facebook

Number of Stories Shared

(1) (2) (3) (4)

Very Liberal 0.243 0.424
(0.750) (0.926)

Liberal −0.163 −0.120
(0.758) (0.936)

Moderate 0.031 −0.053
(0.725) (0.896)

Conservative 1.348∗ 1.264
(0.707) (0.871)

Very Conservative 1.808∗∗ 1.962∗∗

(0.706) (0.868)
Democrat 0.552 0.595

(1.390) (1.609)
Republican 1.673 1.750

(1.380) (1.596)
Independent 2.065 1.981

(1.377) (1.594)
Other 1.001 1.085

(1.615) (1.870)
Age: 30-44 −0.040 0.025 0.092 0.008

(0.517) (0.640) (0.593) (0.684)
Age: 45-65 0.742 0.838 1.033∗∗ 1.007∗

(0.454) (0.563) (0.517) (0.600)
Age: Over 65 1.369∗∗∗ 1.618∗∗∗ 1.874∗∗∗ 1.893∗∗∗

(0.460) (0.565) (0.519) (0.602)
Female −0.182 −0.374∗ −0.283 −0.403∗

(0.171) (0.202) (0.189) (0.215)
Black −0.822 −0.938 −0.964 −0.824

(0.522) (0.643) (0.600) (0.695)
Education −0.134∗∗ −0.136∗ −0.211∗∗∗ −0.195∗∗

(0.064) (0.076) (0.070) (0.078)
Income −0.002 −0.001 −0.007 −0.007

(0.005) (0.006) (0.005) (0.006)
Number of FB posts 0.001∗∗∗ 0.001∗∗∗

(0.0001) (0.0001)
Constant −1.588∗ −1.249 −2.350 −1.809

(0.830) (1.024) (1.470) (1.699)
N 1,040 1,041 1,040 1,041
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Quasi-Poisson models.
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Table 13 Determinants of ake ews haring on Facebook

Number of Stories Shared Number of Stories Shared (A&G)

(1) (2) (3) (4)

Very Liberal 0.299 0.245 2.046∗ 1.935∗

(1.274) (1.240) (1.195) (1.093)
Liberal −1.307 −1.283 1.287 1.249

(1.474) (1.436) (1.203) (1.101)
Moderate 0.224 0.307 1.243 1.335

(1.211) (1.181) (1.191) (1.090)
Conservative 2.040∗ 2.125∗ 2.221∗ 2.300∗∗

(1.179) (1.151) (1.185) (1.086)
Very Conservative 2.250∗ 2.200∗ 2.735∗∗ 2.604∗∗

(1.180) (1.152) (1.185) (1.086)
Age: 30-44 0.763 0.736 0.255 0.183

(0.823) (0.802) (0.389) (0.356)
Age: 45-65 1.094 1.046 0.584 0.478

(0.777) (0.757) (0.359) (0.328)
Age: Over 65 2.007∗∗ 1.863∗∗ 1.360∗∗∗ 1.128∗∗∗

(0.779) (0.761) (0.361) (0.333)
Female −0.099 0.016 −0.279∗ −0.153

(0.226) (0.228) (0.158) (0.149)
Black −0.881 −0.808 −0.577 −0.507

(0.764) (0.746) (0.398) (0.366)
Education −0.103 −0.108 −0.034 −0.038

(0.084) (0.084) (0.056) (0.053)
Income −0.007 −0.008 0.003 0.003

(0.009) (0.008) (0.003) (0.003)
Knowledge 0.101 0.081 0.130 0.114

(0.131) (0.126) (0.085) (0.077)
Number of links shared 0.001∗∗∗ 0.001∗∗∗

(0.0002) (0.0001)
Constant −3.405∗∗ −3.610∗∗∗ −1.919 −2.198∗

(1.403) (1.370) (1.233) (1.128)
N 1,028 1,027 1,028 1,027
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Quasi-Poisson models.
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Table S14 Determinants of hard news sharing on Facebook

Number of Stories Shared

(1) (2)

Very Liberal 0.798∗∗∗

(0.215)
Liberal 0.591∗∗∗

(0.215)
Moderate 0.390∗

(0.213)
Conservative 0.542∗∗

(0.219)
Very Conservative 0.370

(0.228)
Democrat 0.762∗∗∗

(0.277)
Republican 0.643∗∗

(0.282)
Independent 0.809∗∗∗

(0.279)
Other 0.819∗∗∗

(0.313)
Age: 30-44 −0.043 −0.040

(0.105) (0.107)
Age: 45-65 0.081 0.054

(0.099) (0.100)
Age: Over 65 −0.083 −0.110

(0.115) (0.115)
Female −0.325∗∗∗ −0.279∗∗∗

(0.059) (0.059)
Black −0.223∗∗ −0.302∗∗∗

(0.108) (0.108)
Education 0.099∗∗∗ 0.112∗∗∗

(0.021) (0.021)
Income 0.002 0.003∗∗

(0.001) (0.001)
Number of links posted 0.001∗∗∗ 0.001∗∗∗

(0.00003) (0.00003)
Constant 3.094∗∗∗ 2.828∗∗∗

(0.231) (0.292)
N 1,040 1,040
∗p < .1; ∗∗p < .05; ∗∗∗p < .01
Quasi-Poisson models.
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